
Fifty years after Watson and Crick
discovered the structure of
DNA, and three years after the

draft sequence of human DNA was
published, “genomics” (the study of
genes and their functions) unques-
tionably has begun to transform medi-
cine. But what has genomics taught us
about mental disorders and addic-
tions, which affect one in five Ameri-
cans, and for which current treatments
are for the most part inadequate?

As with many of the most common
diseases that affect humans, unraveling
the genetics of mental illnesses has
turned out to be an incredibly complex
task. Though conditions such as bipo-
lar disorder, schizophrenia, autism,
depression, anxiety, eating disorders,
and substance abuse certainly have a
genetic component—studies that com-
pare identical with fraternal twins sug-
gest a very significant role
for inherited factors—
these illnesses cannot be
traced to a single gene.
Rather, they appear to
develop from a complex
interplay of inherited and
non-genetic factors, both
environmental and
“chance.” Illnesses’
“multigenic” nature is
one reason that, despite
years of concerted effort
and undeniable recent
progress in some areas,

scientists have yet to precisely identify
any gene that can be unequivocally
linked to the major mental illnesses.

“In the aggregate, genes have an
enormous amount to say about one’s
risk for mental illness,” says Steven E.
Hyman, former director of the
National Institute for Mental Health
and currently the provost at Harvard
University. “The problem is that each
gene may contribute only a small
increment to one’s total risk. That
makes the hunt for these genes
extremely difficult.”

That’s not to say progress hasn’t
been made. So-called “linkage” stud-
ies, which compare the genomes of
people affected by mental illness with
both unaffected and affected family
members, have narrowed the search to
likely target regions on chromosomes
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••• Easing the impact of mid-stage
Alzheimer’s disease. For people with
moderate to severe Alzheimer’s disease
and for the people who care for them,
help may be on the way at last. A
research group led by Barry Reisberg, of
the New York University School of
Medicine, reported at the April meeting
of the American Academy of Neurology
that a new drug called memantine signif-
icantly slows the progression of the dis-
ease in its middle and advanced stages.

In mid-course and later, Alzheimer’s
disease brings new distress for both
patients and caregivers as the continual
mental decline begins to complicate even
the simplest tasks. The drugs currently
available to help with the early symptoms
of Alzheimer’s disease, such as minor
lapses of memory, seem to have little
effect once the disease becomes moder-
ate to severe. Memantine, however, is 
“a completely different chemical way of
getting at the disease,” says Reisberg.

Memantine, developed by Merz
Pharmaceuticals in Frankfurt, Germany,
works by blocking the brain’s receptor
sites for an excitatory neurotransmitter,
thereby protecting it from overstimula-
tion. Many scientists believe such 

Genes play a significant role in mental illness, but that role is
complex and has been extremely difficult to discern. 

Mental Illness and Addiction Genes:
Answers Remain Elusive
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that may harbor the genes involved in
individual disorders. Still, none of the
genes that will ultimately be found are
expected to be “causative,” meaning all
those who inherit the gene will eventu-
ally develop the disease. (The genes for
Huntington’s disease and cystic fibro-
sis, for example, are causative genes.) 

Instead, genes for mental illnesses
and substance abuse, as with other
common disorders such as diabetes,
coronary artery disease and prostate
cancer, will confer risk. As such, they
are termed “susceptibility” genes, or
“vulnerability” genes. An example of a
susceptibility gene is APOe4, the only
gene so far associated with the com-
mon, late-onset form of Alzheimer’s.
Carrying the APOe4 gene increases
one’s risk for Alzheimer’s, but not
everyone who carries it develops the
disease. Moreover, not everyone who
has Alzheimer’s carries APOe4, which
suggests that other factors—genetic
and environmental—play a role.

Like Alzheimer’s and others, most
mental diseases are the result of “multi-
ple genetic pathways,” says Hyman.
“Just as there are many ways to become
a high-risk person for, say, heart disease,
there are many ways to become high-
risk for major depression, as one exam-
ple,” he says. “That fact decreases the
influence of any individual gene, further
complicating the search.”

In practical terms, this means that
genetic studies must be conducted on

huge numbers of families with an
affected relative in order to focus in on
a short list of genes from among the
30,000 or so in the human genome.

Underestimating the Enemy
Wade Berrettini, a genetics special-

ist at the University of Pennsylvania,
has been searching for the gene for
bipolar disorder since the early 1980s.
Inspired by a paper by genetics pio-
neer James Gusella describing the
method Gusella and colleagues used
to find the gene for Huntington’s dis-
ease, Berrettini applied the same
method to his hunt for bipolar genes.
Two decades later, he’s still searching.

“We seriously underestimated our
foe,” says Berrettini. The genetic roots
of bipolar disorder have turned out to
be far more complex and elusive than
those of Huntington’s, which is a clas-
sic autosomal dominant disease (i.e., if
either parent carries the gene and pass-
es it along to an offspring, the off-
spring will develop the disease).
Berrettini has just completed a four-
year collaboration with nine other
medical centers in which DNA samples
were collected from 700 families with
at least one relative who has bipolar
disorder. He predicts that at least
1,000 families—a minimum of 2,000
genomes—will be needed to get the
answers he seeks.

The effort has already resulted in
several “hits”: Berrettini says the

teams have identified “at least 10
[chromosomal] sites around the
genome where there is a high proba-
bility that susceptibility genes for
bipolar disorder reside.” Each of these
sites consists of roughly 10 million to
20 million base pairs, the individual
linked units that are the fundamental
building blocks of DNA. 

To pinpoint the genes within those
target regions, researchers (armed with
powerful computers) must sift through

more than 100 million to 200 million
base pairs in order to find the particu-
lar sequence that is repeated in affect-
ed people. As if that’s not difficult
enough, it’s likely that each gene has
several different variants—or alleles—
that confer varying degrees of risk. 

Finding the ‘Needle’
If this sounds like the proverbial

“needle-in-a-haystack” search, it is.
But, says George Uhl of the National
Institute of Drug Abuse (NIDA),
“The haystack is finite—30,000 or so
genes. The problem is, it’s also a small
needle, and the needle looks a lot like
the straw that’s all around it.”

These high hurdles are not unique to
mental illness or addiction gene search-
es. The experts point out that gene
hunts for heart disease, diabetes, and a
host of other common conditions
include the same dilemmas. But, as
Berrettini says, “It’s different because
it’s mental illness, and we know so
much less about the brain than we do
about heart disease, for example.”

Collecting enough DNA samples is
also a challenge that pervades genetics
research. Bipolar disorder is one of the
most common mental conditions,
affecting about 1 percent of the popu-
lation. Anorexia nervosa, which
Berrettini also studies, affects about
one-tenth of 1 percent of the popula-
tion, making it even more critical to
establish networks of researchers and
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“The haystack is finite .... The problem is, it’s also a
small needle, and the needle looks a lot like the straw
that’s all around it.”



“to build bridges with patient groups”
to locate enough affected families and
achieve the statistical power needed to
make meaningful progress. In the case
of autism, a patient advocacy group
called Cure Autism Now has taken the
lead in identifying families and collect-
ing DNA samples; this initiative is
viewed as a model strategy for speed-
ing gene searches. 

‘Overlap’ in Addiction Genes 
As with the major mental illnesses,

concrete evidence is lacking for a single
gene that has a major effect on one’s
vulnerability to substance abuse, says
NIDA’s Uhl. Yet, while the search for
addiction genes is relatively young
compared to the search for bipolar
genes, there has been a “remarkable
convergence” of data from indepen-
dent groups that point to more than a
dozen chromosomal regions that may
harbor susceptibility genes, he says. 

Recently, various groups of NIDA-
funded researchers have identified
possible gene loci for alcoholism,
nicotine addiction, and “polysub-
stance abuse,” that is, vulnerability to
various drugs of abuse. In addition,
researchers studying families and
unrelated individuals have identified
several chromosomal regions that har-
bor “relatively common” gene vari-
ants that each may contribute to
addiction vulnerability, Uhl says. This
apparent overlap in the genomic
regions of interest suggests a common

genetic link that may manifest differ-
ently depending on other inherited
traits or environmental factors.

The impact that environmental fac-
tors have on the development of men-
tal illness and addiction confounds
even the most thorough genetic stud-
ies. In most cases, scientists simply
don’t understand how environmental
factors that increase or decrease one’s
risk interact with inherited tendencies.

The Payoffs
For all the unknowns, what is clear is

that much can be gained from identify-
ing these genes. First and foremost, says
Hyman, finding disease genes enables a
better understanding of the molecular
events that cause the disorder. 

Gene identification can also drive
therapeutic advances, both by point-

ing to potential new targets for inter-
rupting the processes that lead to dis-
ease and by using the gene to create
animal models. Even though such
models would be “imperfect” because
it’s impossible to precisely model psy-
chiatric illnesses in animals, Hyman
says, “Even partial animal models are
important for testing and developing
drugs, and we are sorely in need of
new medicines for mental illnesses.” 

A better understanding of the
genetic underpinnings of mental ill-
nesses also should allow scientists to
unravel the timing of gene expression,
which Hyman says might give clues to
environmental factors that come into
play at various points in development
to trigger certain genes to turn “on”
or “off.” This in turn could lead to
intervention strategies that could
potentially interrupt these triggers.

Without doubt, experts in this area
say, genome-sequencing efforts have
made a significant impact on the
search for mental illness genes.
Despite the imperfections of the draft
sequence, it has provided a rough
road map that researchers can refer to
once they have identified regions of
interest through linkage studies.
Berrettini likens the situation to early
explorers who were trying to discover
a new land without a map to show its
location. Like them, he says, “We
need a good map of the world.”

Brenda Patoine is a medical and science
writer based in LaGrangeville, N.Y.
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The twisting double-
helix structure of
DNA is shown in
this representation
of a cell. DNA is
packaged in chromo-
somes within the cell
nucleus; the infor-
mation it contains
interacts with the
environment to pro-
duce all human
traits. 
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“I highly recommend this book to stroke patients and
their families as well as to health professionals working
with stroke patients.  For patients and family members, it
will take you by the hand to help you cope with a stroke.
For the health professional, it will remind you of the day
to day trials and tribulations and ultimately successes of
the patients you care for and inspire you in your clinical
care and research endeavors.”

Jordan Grafman, Ph.D.
Chief, Cognitive Neuroscience Section
National Institute of Neurological Disorders and Stroke
National Institutes of Health, Bethesda, Maryland

www.dana.org/books/press
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When Wilder Penfield, the
famous Canadian neurolo-
gist, first identified parts of

the human cortex as being responsible
for various sensory and motor func-
tions about half a century ago, he did
it by electrically stimulating the surface
of the brain. Today, scientists can
stimulate a small area of the brain and
investigate its function without having
to open up the skull. The technology
that makes this possible is called tran-
scranial magnetic stimulation, or TMS.

TMS is a safe, painless, non-invasive
technique that is based on the principle
that a changing magnetic field induces
an electrical current in any material that
conducts electricity—including human
brain tissue. Currently, transcranial
magnetic stimulation is used primarily
for studying the brain and localizing
various brain functions. Though its use
is not widespread now, some experts
say TMS is poised to become an
important therapeutic tool that will
help doctors diagnose and treat a num-
ber of neurological and psychiatric dis-
orders in the future.

TMS vs. MRI
While both TMS and functional

magnetic resonance imaging (fMRI)
use powerful magnetic fields to deter-
mine which parts of the brain are asso-
ciated with a given function, the simi-
larities between TMS and MRI end
there. “They are clearly different
methods,” says Mark Hallett, chief of
the Medical Neurology Branch at the
National Institutes of Health (NIH).
One important difference is that MRI
uses a static magnetic field, whereas in
TMS, the magnetic field goes from
zero to maximum in a few microsec-
onds, and then it goes back to zero
very rapidly, Hallett explains.

The type of information one gets

from these two methods is also differ-
ent, he adds. “Functional magnetic
resonance imaging is mainly used to
show what parts of the brain are active
during a particular task and has the
ability to look at the whole brain.
Magnetic stimulation, on the other
hand, can only deal with the cortex,
and the region is not quite as focused
as it is with fMRI.” Hallett notes,
however, that by blocking part of the
brain temporarily, TMS can reveal not
only if that part is active during a task,
but also whether it is necessary for
that task. “Moreover, magnetic stimu-
lation can also tell you when that part
is required in a given task,” says Hal-
lett, “whereas fMRI is not very good
in the timing of events.”

Diagnosing Dysfunction
Since magnetic stimulation can pro-

vide investigators with important tim-
ing information relating to various
neurological events, it can also be
used to diagnose certain neurological
disorders. Evaluating the conduction
of the motor tract non-invasively is
one of the most important applica-
tions of TMS, according to Yasuo
Terao of the Department of Neurolo-
gy, University of Tokyo. When you
apply magnetic stimulation transcra-
nially (through the skull) over the
motor cortex (an area of the cerebral
cortex specialized for movement con-
trol), you may get a twitch in a hand
or leg muscle, for example, depending
on where you place the magnetic coil
over the scalp, Terao says. The electri-
cal impulses evoked by stimulation
can also be recorded, and one can cal-

culate the conduction time—the time
it takes for the stimulus to travel along
the motor tract, he adds.

Conduction time is an important
measure, Terao notes, because abnor-
mal conduction times may indicate
neurological dysfunction. “In cases
where there is a lesion somewhere in
the motor tract, the conduction time in
the corresponding part is prolonged,”
he explains. “For example, in patients
with cerebral infarction (tissue death
caused by interference with circula-
tion), you get a longer-than-normal
conduction time between the cerebral
cortex and the brainstem. In patients
with cervical spondylosis (a degenera-
tive spinal disease), you get abnormally
long conduction time between the
brainstem and the spinal root.”

Exciting Possibilities
TMS can also be used to measure—

and modify—the excitability of neu-
rons, says Alvaro Pascual-Leone, direc-
tor of research at the Behavioral
Neurology Unit of Beth Israel Dea-
coness Medical Center in Boston. By
applying a train of magnetic pulses to
an area of the cortex, one can modu-
late cortical excitability in that area,
Pascual-Leone says. Such repetitive
transcranial magnetic stimulation
(rTMS) can cause either increased or
decreased excitability, depending on
the frequency of the stimulation, he
explains.

These effects are not limited to the
targeted area, but are spread along spe-
cific connections within the brain,
according to Pascual-Leone. For exam-
ple, when he and his colleagues applied
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Transcranial Magnetic
Stimulation:
Non-Invasive Method Can
Help Diagnose, Treat 
Neurological Disorders

BY THOMAS S. MAY

Transcranial magnetic
stimulation (TMS),
which involves stimula-
tors such as the one shown
above, is a non-invasive
way to study brain func-
tion. TMS may soon
become an important
therapeutic tool. 



high-frequency (5 pulses per second)
rTMS to an area of the cortex of
patients with Parkinson’s disease,
increased activity occurred not only in
the cortex, but also in subcortical areas,
resulting in increased dopamine pro-
duction, along with some mild thera-
peutic effects, such as improved hand
function. However, these results were
not very robust, Pascual-Leone cau-
tions. “While some patients clearly
benefited, others appeared to have no
benefit at all.”

Although rTMS has been applied
successfully to treat some other disor-
ders, such as depression, Pascual-Leone
believes that, in the future, magnetic
stimulation will mainly be used not as a
stand-alone treatment for various dis-
eases but as an “adjunct,” in combina-
tion with other treatments. “There are
two fundamental ways in which I see
this playing out. One is that TMS
could be used to increase the effective-
ness of other treatments or interven-
tions,” he says. For example, stroke
patients who have some brain damage
in one hemisphere might be given
magnetic stimulation to suppress activi-
ty in the healthy hemisphere, Pascual-
Leone suggests. This way, these
patients would have to exercise the
damaged hemisphere and would there-
fore derive greater benefit from reha-
bilitation, he contends.

TMS also could be employed to
provide “proof of principle,” to show
that a certain intervention can have a
positive impact on a patient’s well
being, Pascual-Leone says. For exam-
ple, magnetic stimulation could be
given to patients with various pain
syndromes in order to demonstrate
that, by targeting a certain part of the
sensory-motor cortex, one can sup-
press the pain experienced by such
patients. “Even if the analgesic effect
of TMS lasted only a few hours or
days,” Pascual-Leone says, “it would
provide support for an argument to
implant a small strip of electrodes and
a stimulus generator, which could
result in longer-lasting relief.”

Thomas S. May is a science and med-
ical writer based in Toronto, Canada.

Bad memory? Your brain may be
running on empty. A new study
adds to a growing body of evi-

dence that memory suffers in people
with impaired glucose tolerance—a con-
dition in which glucose in the blood-
stream cannot be utilized efficiently by
tissues and cells that need energy.

Impaired glucose tolerance, also
known as insulin resistance or pre-dia-
betes, most often develops because of
some combination of genetics, lack of
exercise, and obesity. The American
Diabetes Association estimates that 16
million people in the United States
have impaired glucose tolerance, which
increases the risk of type 2 diabetes and
heart disease. This new study suggests
that the brain is also at risk.

In the February 18 issue of the Pro-
ceedings of the National Academy of Sci-
ences, researchers led by Antonio Con-
vit, a neuroscientist at the New York
University School of Medicine, found
that people with poor peripheral blood
glucose regulation also performed
poorly on a memory test. Both imme-
diate and delayed recall were affected. 

This finding confirms earlier
research in both animals and people. A
surprise, however, was that the volume
of the hippocampus, a key area of the
brain involved in learning and memory,
was significantly smaller in people with
impaired glucose tolerance than in oth-
ers. Those people with the most
impaired glucose tolerance were most
likely to have the worst memory per-
formance and the smallest hippocampi.

“This is one study, and it needs vali-
dation, but it is consistent with other
research about problems caused by
blood glucose that is not in the normal
range,” says Fran Kaufman, M.D.,
president of the American Diabetes
Association. Noting that the problem
can be prevented, she adds, “We view
this as another call to action. Maybe
you don’t care about diabetes, or your

weight, but you might care that you
will lose cognitive function later on.”

The Blood Sugar Theory
“The reason I started studying this

was because for every person with
Alzheimer’s disease, there are eight
with memory problems that affect
quality of life,” Convit says. His team
estimates that one in four Americans
older than 65 has significant memory
problems that are not yet bad enough
to be considered dementia.

No one is sure why memory suffers
as people age. But studies in animals
and people with diabetes suggest that
impaired blood sugar regulation may be
a factor. Diabetics, for instance, tend to
have difficulty recalling new informa-
tion. Convit wondered whether this
would also be true of people whose
glucose regulation is impaired but has
not yet progressed to diabetes.

The study involved 13 men and 17
women, ranging in age from 53 to 89,
who were not diabetic and were not
suffering from dementia. The scientists
measured individuals’ glucose tolerance
in three different ways and used MRI
images to determine overall brain size
and the volume of various subcompo-
nents such as the hippocampus.

Participants were asked to recall the
contents of a paragraph immediately
after reading it and 10 minutes later.
Researchers then compared how well
the participants regulated glucose with
how well they performed on the mem-
ory tests. They found that performance
on the test was inversely correlated with
blood glucose levels during a glucose
tolerance test: The higher a person’s
blood sugar (and thus the worse his
glucose regulation), the worse the per-
formance on the test. Individuals with
high blood sugar also had significantly
smaller hippocampi than others,
although overall brain volume and adja-
cent brain structures were not affected.

The Sugar-hungry Brain
The body’s ability to metabolize

blood sugar is particularly important
for cognitive functioning, because glu-
cose supplies 99 percent of the energy
the brain requires. When a person
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thinks or remembers, activating specific
areas of the brain, the demand for glu-
cose increases in those areas—just as an
automobile consumes more gas when
it accelerates. 

The hippocampus is a real glucose
guzzler. Studies have shown that when
animals draw on memory to navigate a
maze, glucose demand increases dra-
matically in the hippocampus, leading
to a significant drop in glucose levels in
that part of the brain. Older animals
experience the steepest drops and do
not navigate the maze as well.

Other research suggests that diabetic
animals lack the mechanism to trans-
port additional glucose to the brain.
Convit thinks the same problem may
affect people with impaired glucose tol-
erance. When they try to recall new
information, activating the hippocam-
pus and draining its glucose supply,
they cannot “refuel” to complete the
task. It’s as if the hippocampus tries to
accelerate and then runs out of gas.
Over time, Convit theorizes, the glu-
cose-starved hippocampus—a part of
the brain particularly prone to dam-
age—may atrophy.

Next steps
Convit cautions that the findings are

preliminary and need to be confirmed
by a larger ongoing study that is now
under way. Two other potential culprits
for poor memory are stress hormones,
such as cortisol, and oxidative damage.
Both factors tend to increase with age
and may also damage the hippocampus. 

If further research confirms that
impaired glucose tolerance does indeed
worsen memory, Convit hopes that it
will one day be possible to prevent the
problem. “We know that the brain is
plastic and constantly regenerating
itself,” he says. “It would be interesting
to see if we could improve memory by
improving glucose tolerance.”

That could involve a change in
lifestyle, says Kaufman: “It’s a matter
of exercising, eating right, and not
becoming obese.”

Ann MacDonald writes about science
and medicine from Wakefield, R.I.

Ablind mouse may be more likely
to become the cat’s dinner—
but he’d probably be more suc-

cessful with Minnie than a mouse that
couldn’t sense pheromones, the scent
signals which help many animals decide
whether to mate with or attack mem-
bers of their own species.

Lawrence Katz, professor of neuro-
biology at Duke University, and his
colleagues recently published a paper in
Science showing how pheromonal sig-
nals are encoded in the brain when one
mouse meets another. Neuroscientists
still debate whether humans utilize
pheromones, but no matter how that
dispute is ultimately resolved, this
research could lead to greater under-
standing of how the brain receives,
understands, and changes its behavior
in response to sensory experience.

Katz recorded the activity of single
neurons in the accessory olfactory bulb,
the brain area that receives input from
the vomeronasal organ (VNO), which
senses pheromones. He found that cer-
tain neurons fire only in response to
certain types of animals. One might fire
in a male only when he detected a
female of a different strain of mouse,
for example.

The cells respond so precisely to
individual features that Katz was
reminded of cells in the human cortex
that are specialized to detect faces.
These cells help people recognize each
other, and some fire only when a famil-
iar face is seen. Like people, “Mice can
recognize other individuals,” he says.
“These cells allow them to detect
unique features of the other animal’s
pheromonal repertoire.” 

Research shows that pheromones are
critical for mice in determining the sex
of another mouse. Catherine Dulac,
professor of molecular and cell biology
at Harvard, knocked out a gene that
encodes an essential signaling molecule
and created a mouse that could not
detect pheromones. All of its other
senses remained intact. “The animal is

able to see, hear and smell the differ-
ences between males and females,” she
says, “but it cannot make sense of
them to discriminate gender.”

When placed in a cage with a female,
the knockout male will mate as usual,
which puzzled the researchers at first,
because they thought lack of
pheromones would disrupt sexual
behavior. But when met by another
male—a situation in which male mice
usually fight—the knockouts still try to
mate. “Mating is the default behavior,”
says Dulac. “The default path is love,
not war.”

Katz’s finding that cells in the VNO
respond specifically to the strain of
another mouse is also important. Dif-
ferent strains of mice are genetically
different from each other, and detect-
ing genetic differences could potential-
ly allow mice to avoid mating with
close relatives. Though mice will mate
with their parents or siblings if there
are no other members of the opposite
sex available, they avoid doing so if
given any choice.

Neurons in the VNO are activated
only when the mice are in close con-
tact—sniffing each other’s faces or
anogenital areas. The VNO is an
entirely separate organ from the nose,
even though it is located in the same
region. A normal smell—like that of a
predator or of food—can be sniffed
rapidly from the air at a distance, allow-
ing quick shifts in behavior. But VNO
stimuli require close contact to activate
the appropriate receptors.

“It doesn’t do much good to know
there’s a predator when you are already
in physical contact with it,” says Katz,
smiling. “The [pheromonal] system is
used in very specific social behavior.”

In humans, the vomeronasal organ
appears to be vestigial, with few if any
nerve connections to the brain. Accord-
ing to Katz, all but three of the 300
mouse genes discovered for pheromone
receptors are pseudo-genes in humans,
which means that they exist but are not
transcribed into proteins and utilized.

However, researchers are particularly
interested in studying the pheromonal
system in animals because it is simpler
than ordinary smelling and tasting.
Once scientists understand how this

BRAINWORK / May-June 2003 / 6

(BLOOD SUGAR, continued from page 5) Sniffing Out Brain 
Coding for Pheromones

BY MAIA SZALAVITZ



less complicated sensory system works,
they should have greater insight into
how to decode the others.

Both Katz and Dulac believe that
human behavior can be affected by
smells, but these are probably sensed via
the nose rather than the VNO. “I have
an open mind,” says Katz. “But I don’t
believe you can spritz on some perfume
and drive women wild. It doesn’t work
that way with mice, either. And a lot of
pheromones are involved with aggres-
sion—you are just as likely to have a
guy in a bar slug you in the face as you
are to attract more women.”

Katz does think that one human
phenomenon may relate to earlier
pheromone-sensing behavior, however.
“I think that kissing could be a behav-
ioral remnant of what mammals do for
pheromonal communication,” he says.
“There are unusual secretions from
facial areas like the ears and around the
lips—areas that people have a special
interest in. Lots of animals nuzzle each
other; it would not be surprising if that
got co-opted into the olfactory part of
our courtship behavior.”

Maia Szalavitz is a freelance science
writer from New York, N.Y.

overstimulation damages brain cells and
may help to trigger neurodegenerative
diseases such as Alzheimer’s.

At the beginning and the end of a
28-week study of 252 Alzheimer
patients, age 50 to 80, with moderate to
severe disease, the patients were evaluat-
ed on several well-known scales of nor-
mal daily functioning and cognitive abil-
ities, among other things. The patients
receiving memantine showed about half
as much decline as those who had
received a placebo. The memantine
patients also required less help and
attention from their caregivers—on
average, about 90 minutes less per day. 

Currently under review by the FDA,
the new drug shows promise of offer-
ing millions of people a reprieve from
the unrelenting decline that character-
izes Alzheimer’s disease—a prospect
Reisberg calls “a researcher’s dream.”

••• Brain cells that thrive on
uncertainty. In many aspects of our
lives—employment, health, prospects
for retirement—uncertainty is a bane.
Yet, in other realms, we like to play
with unpredictable outcomes, whether
by scrambling for a seat in a game of
musical chairs or calling a bluff in
poker. How does the human brain
come to associate uncertainty with
pleasure—and why?

Scientists in England and Switzer-
land, led by anatomist Christopher Fio-
rillo of the University of Cambridge,
have come up with a surprising answer
to this puzzle. Using monkeys as a
model for humans, the scientists were
able to show that dopamine neurons,
already known for their role in the
“reward” circuits of the brain, are acti-
vated as well by the possibility of a
reward. These neurons increase their
activity in proportion to the size of an
anticipated reward, and they become
most active as uncertainty about the
reward reaches its peak. Fiorillo and his

co-authors suggest, therefore, that the
involvement of dopamine is what gives
a pleasurable edge to dealing with
uncertainty. The greater the uncertainty
or the higher the stakes, the stronger
the dopamine signal.

Such an arrangement can go awry, of
course, if the dopamine lure of high-
stakes uncertainty overwhelms other,
more rational considerations, as in the
case of compulsive gambling. But the
English and Swiss scientists speculate
that on the whole this brain circuit is
beneficial, helping to motivate and rein-
force a basic drive toward learning—that
is, the willingness to tackle uncertainty
in pursuit of a reward of information.

••• In Parkinson’s disease, risk
factors vary by sex. A long-standing
mystery in Parkinson’s disease is why
the risk of developing the disease is
twice as high for men as for women, at
any age. A study published online in
March in the journal Movement Disor-
ders may offer the beginning of an
answer. The study, headed by
Demetrius Maraganore, of the Mayo
Clinic in Rochester, Minnesota, exam-
ined the relative importance of three
genes known to be associated with
Parkinson’s disease: alpha-synuclein,
UCHL1, and parkin. The scientists
sought to determine whether common
variants of these genes contribute to
the risk of the disease in the population
at large.

Maraganore and his colleagues col-
lected medical information from 298
people with diagnosed Parkinson’s dis-
ease and 185 healthy “control” sub-
jects. The scientists found that when
common variants of alpha-synuclein and
UCHL1 interact, the risk of Parkinson’s
disease rises significantly—but only in
women. (Variants of parkin do not
contribute to the risk.) In men, risk fac-
tors posed by the environment, such as
pesticides, industrial chemicals, and
even work-related head injuries, play a
greater role.

Maraganore traces the difference in
primary risk factors between women and
men to differing levels of exposure.
“Traditionally, men have been out in the
workforce becoming exposed to envi-
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NEUROETHICS
Brain-related scientific findings open doors,
but they also raise questions. “Neuroethics”
is the study of the moral and ethical ques-
tions involved in applying these findings, and
how medicine, government, business, law,
and society will respond.

In May 2002, a cross-disciplinary group of
more than 150 scholars and experts met to
discuss what the future holds for this emerg-

ing field. The transcripts
of these discussions
among neuroscientists,
bioethicists, philoso-
phers, and more have
been edited for read-
ability and organized
into this free pro-
ceedings book, pro-
viding insights to
readers.

Paperback, 368 pages. Free upon request by 
e-mail to amoore@dana.org or fax at 202-408-
5599. Also online in downloadable PDF format
from www.dana.org.



ronmental risk factors,” he says. By con-
trast, women may have had less expo-
sure to these factors; hence, for women,
genetic factors account for more of the
risk. “For a woman to get Parkinson’s
disease, she has to inherit certain gene
variants,” Maraganore explains. Since
men are more likely to undergo expo-
sure to environmental risk factors than
women are to inherit exactly the right
combination of genes, Parkinson’s dis-
ease is more common in men.

•••An unfelt filter. Like a well-
built radio, the brain has a filter that
sorts out meaningful signals from ran-
dom noise—the “noise” in this case
being sporadic, low-level bursts of elec-
trical activity that occur on their own in
the thalamus, the main relay station for
the signals from our five senses. When
the filter is not working properly, one
of the results may be abnormal sensa-
tions with no apparent cause.

Up to now, the nature of this noise
filter has been unclear. But in the
March 21 issue of Science, a team of

researchers led by neurologist Felix
Blankenburg of the Berlin Neu-
roImaging Center reports evidence on
where the filter resides in the brain and
how it works.

The scientists used functional mag-
netic resonance imaging (fMRI) to
monitor the brain activity of research
volunteers while applying minute levels
of electrical stimulation to their fingers.
This “subliminal” stimulation fell well
below the threshold of perception, and
the usual patterns of brain activity that
go along with normal somatosensory
perception did not occur. What the sci-
entists observed instead was a decrease
in signaling in the brain region corre-
sponding to the stimulated hand. When
the scientists then applied stronger
stimuli, at near-threshold levels, along
with the subliminal stimulation, the
response to the stronger signals was
dampened as well.

Blankenburg and his colleagues sug-
gest that the lowest-level stimulation
given in their experiment, even though
it was never felt, nonetheless activated
a certain type of neuron in the cerebral

cortex that is responsible for inhibiting
signals rather than transmitting them.
These so-called inhibitory interneu-
rons, the authors say, could screen out
sporadic electrical spikes that occur
spontaneously in the thalamus, thereby
freeing the cerebral cortex to focus on
the billions of neuronal signals per sec-
ond that actually do mean something.  

“News” is written by Sandra J. Ackerman,
a science writer based in Durham, N.C.
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Correction
Researchers have found that compound
A-317491 acts as an antagonist for both
P2X3 and P2X2/3, two ion channels that
appear to play a role in the sensation of
pain, thus reducing pain sensation. In
the January-February 2003 BrainWork,
we misstated the action of the com-
pound. We regret the error.



BRAINWORK / September/October 1993 / 9


